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Abstract The deteriorating air quality in urban areas, particularly in devel-
oping countries, has led to increased attention being paid to the issue. Daily
reports of air pollution are essential to effectively manage public health risks.
Pollution estimation has become crucial to expanding spatial and temporal
coverage and estimating pollution levels at different locations. The emergence
of low-cost sensors has enabled high-resolution data collection, either in fixed
or mobile settings, and various approaches have been proposed to estimate air
pollution using this technology. The objective of this study is to enhance the
data from fixed stations by incorporating opportunistic mobile participatory
monitoring (MPM) data. The main research question we are dealing with is:
How can we augment fixed station data through MPM? In order to address
the challenge of limited MPM data availability, we leverage existing data col-
lected during periods when the pollution maps align with those observed by
the fixed stations. By combining the fixed and mobile data, we apply interpo-
lation techniques to produce more accurate pollution maps. The efficacy of our
approach is validated through experiments conducted on a real-life dataset.
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1 Introduction

Air pollution has become one of the major concerns of the 21st century, espe-
cially in densely populated urban areas. The combination of urbanization and
climate change poses a significant threat to the health of urban populations
and the environment. The impact of air pollution on human health and the
environment has been well-documented, including respiratory and cardiovas-
cular diseases, reduced life expectancy, and ecological damage. By 2050, up to
70% of the global population is projected to reside in urban areas, with 75%
of Europeans already living in cities. This trend presents a range of intercon-
nected challenges that impact social, economic, and environmental infrastruc-
tures, with deteriorating air quality being a particular concern, especially in
developing nations.

Virtually everyone on Earth is breathing polluted air. Indeed, according
to the World Health Organization (WHO), 99% of the world’s population
lives in places where air quality exceeds internationally approved limits [1].
WHO’s estimates show that around 7 million premature deaths per year are
attributable to the combined effect of ambient and household air pollution.

The significance of air pollution monitoring has risen in recent years due to
its ability to generate the Air Quality (AQ) index for the region under consider-
ation. Air pollution monitoring can be highly beneficial by aiding policymakers
in devising more effective strategies to tackle pollution-induced urbanization
challenges.

Monitoring and estimating air pollution in uncovered spots is essential
to take adequate measures to reduce air pollution. Air pollution monitoring
involves the measurement of pollutants in the atmosphere, such as particulate
matter, nitrogen oxides, sulfur dioxide, carbon monoxide, and ozone. This
information can help identify areas with high pollution levels and determine
the sources of pollution. With the advancement of technology, air pollution
monitoring has become more efficient, accurate, and cost-effective.

Different air pollution monitoring approaches include fixed stations, low-
cost fixed sensors, and mobile sensors [6,26,5]. Each monitoring approach has
advantages and limitations, and selecting a monitoring approach depends on
the specific needs of the study or monitoring program.

Air pollution monitoring has extensively relied on fixed stations for the
last three decades to generate the AQ pollution index. These stations typ-
ically record the hourly average of pollution levels in a specific region. Re-
grettably, the deployment of such stations is financially demanding, and their
maintenance is also a significant concern, leading to limited coverage.

On the other hand, low-cost fixed sensors are cheaper and easier to install
than fixed stations. They can be placed in various locations, such as street
lamps or buildings, and provide real-time air pollution data. However, their
accuracy can be limited, and they may only measure some pollutants of inter-
est.

Researchers have shown recent interest in using air quality mobile sensing
as an alternative method for measuring air pollution [17]. Mobile sensors, such
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as vehicles equipped with sensors, can capture air pollution data in specific
areas or along transportation routes. They can provide high spatial resolution
data but may not capture long-term trends or variations in air pollution. Mo-
bile sensors for air quality are cost-effective and offer high-resolution pollution
measurements while being deployed in high densities, as noted by [16] and
[17]. However, calibration is typically necessary for such sensors.

Fixed stations can produce precise measurements but fall short regard-
ing spatial coverage. Conversely, mobile sensing can expand spatial coverage
but may also yield some imprecise measurements. Additionally, fixed stations
generally maintain continuous temporal coverage at specific locations, while
mobile sensors may not have steady temporal coverage at specific locations,
and typically last for a brief period of time.

Air pollution estimation consists in predicting air pollution concentrations
at locations without monitoring equipment. This approach is beneficial for
regions where monitoring stations are limited or nonexistent.

The GoGreen Routes1 project is committed to addressing a range of chal-
lenges, including monitoring and estimating air pollution. The current research
contributes to this project by utilizing fixed and mobile sensor data to broaden
air pollution estimates geographical and temporal coverage. Precisely, to over-
come the limitations of individual air pollution monitoring approaches, we
advocate that combining different approaches can yield a more comprehensive
understanding of air pollution levels in uncovered spots.

Researchers have utilized fixed stations and mobile sensor data to esti-
mate pollution maps. Some studies have relied exclusively on fixed stations
[4,10,27], while others have applied air pollution estimation methods used in
fixed stations to low-cost mobile sensor data [9,20]. However, recent research
proposes combining data from fixed and mobile sensors [11,26]. Prior studies
that integrate fixed and mobile sensor data or solely rely on mobile sensing
typically involve targeted campaigns focused on specific routes or deploying
sensors on buses or trams following fixed paths. These studies raise several
unresolved questions. Firstly, what are the most effective deterministic meth-
ods, geostatistical methods, or machine/deep learning models? Secondly, what
features should be considered during the pollution estimation process? Lastly,
how should we address the challenges of merging data from fixed and mo-
bile sensors, considering the differences in their resolution and spatiotemporal
coverage?

However, existing approaches work only for data collected through targeted
and synchronized campaigns. Such approaches do not consider opportunistic
data acquired from participants performing their real-life activities at differ-
ent times and places. Nowadays, the concept of opportunistic mobile sensing is
rapidly spreading. Smartphones can capture location, motion, environmental
and health parameters, etc. In our study, we are trying to use opportunistic
mobile data along with fixed sensor data to estimate pollution in uncovered
spots. The main problem is the scarcity of opportunistic mobile data matching

1 https://gogreenroutes.eu/
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the fixed sensor measurements, leading to a low enrichment of such opportunis-
tic data to the pollution maps.

In this study, we propose an approach allowing fixed station data enrich-
ment with opportunistic mobile crowd-sensing data (i.e., low-cost hand-held
sensors that collect data opportunistically from the crowd) to expand the spa-
tiotemporal coverage of air pollution monitoring. Our research hypothesis is
that combining these data sources makes it possible to define enriched maps
that capture the spatio-temporal variability of air pollution at a higher reso-
lution than using each source/approach separately.

This paper presents a novel approach to assessing air pollution concentra-
tions using data from fixed and opportunistic mobile sensors. Our methodology
leverages a mobile crowd-sensing (MCS) approach. MCS [8], is a new paradigm
that harnesses data acquired by volunteers using sensor-enhanced mobile de-
vices with GPS capabilities while carrying out their daily routines, resulting
in non-persistent data collection and limited outdoor data samples as most ac-
tivities are indoors. Unlike the existing approaches, this schema’s main issue
is coping with the scarcity of such opportunistic data in the outdoor environ-
ment in the enrichment task. From one hand, MCS data do not have a steady
temporal coverage, and from another hand the amount of instantaneous data
collected outdoors remains very low.

Our research question centers on the possibility to still utilize MCS/MPM2

data to supplement fixed station data for better estimation of air pollution
across the city.

Using deep learning methods, we will then use these enriched maps to
quantify air pollution concentrations in uncovered spots. Deep learning meth-
ods have shown promise in predicting air pollution concentrations by learning
the underlying patterns and relationships.

In order to address the challenge of limited MPM data availability, we
merge the MPM data corresponding to similar general pollution conditions.
Once the MPM data is aligned with the fixed station map in the same time
interval, we look for similar conditions at different periods and harness the
MPM data collected in these periods. To do so, we identify clusters of different
fixed station data, match them with MPM data at corresponding times, and
combine them to generate more data samples and improve the pollution map.
This method results in enhanced pollution estimation.

Our contributions are as follows:

– Propose a method to combine fixed station data with mobile participatory
monitoring data. We can create enriched maps that capture the spatiotem-
poral variability of air pollution in uncovered spots. This approach provides
a more comprehensive understanding of air pollution levels than individual
monitoring approaches and can be used to identify pollution hotspots and
sources.

2 Please note that MPM (opportunistic mobile participatory monitoring) and MCS (op-
portunistic mobile crowd sensing) are the same. For the rest of this paper, we will use MPM
to refer to opportunistic mobile monitoring.
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– Using deep learning methods to estimate air pollution levels in uncovered
spots, we can expand the spatiotemporal coverage of air pollution moni-
toring.

– Validating our approach on top of real-life datasets from two cities in France
and the USA: Versailles and Chicago.

The remainder of this paper is organized as follows: Section 2 reviews
related work and different approaches discussed in the literature. Section 3
details our methodology. Section 5 presents the implementation and experi-
mental results. In sections 6 and 7, we summarize our findings and suggest
future directions for research.

2 Related Work

Researchers have shown interest in the problem of estimating pollution for
several years. The problem has been examined in the literature from various
perspectives and scales. While mesoscale air quality modeling systems, such
as CHIMERE [21] and other studies [25,12,29], are the most commonly used.
Urban scale models utilizing Computational Fluid Dynamic (CFD) simula-
tions have also been proposed. However, their computational complexity limits
their applicability to a wide area [14,15,22,24]. Besides these model-driven ap-
proaches, data-driven methods have become popular due to the increased use
of monitoring stations, including traditional fixed networks, denser networks
of low-cost fixed sensors, and low-cost mobile devices. This discussion will
focus on data-driven approaches that expand spatial and temporal coverage.
This section summarizes the conducted pollution estimation and interpolation
studies for various measurements.

Over the years, numerous techniques have been suggested for approximat-
ing or interpolating pollution levels in areas without monitoring stations. Al-
though air quality estimation methods are typically intended for stationary
sites, they can also be modified to accommodate information obtained from
mobile and stationary sensors. These techniques can be divided into five cat-
egories: Land Use Regression (LUR), Dispersion Models, Deterministic Inter-
polation Methods, Geostatistics, and ML/DL Algorithms.

– Land Use Regression in short (LUR) methods that use local environ-
mental characteristics such as land use features, meteorological features,
etc., to find a correlation between those features and fixed station data and
build a regression model.

– Dispersion models use mathematical formulations to characterize the
atmospheric processes that disperse a pollutant emitted by a source. A
dispersion model can predict concentrations at selected downwind receptor
locations based on emissions and meteorological inputs.

– Deterministic interpolation methods calculate the value at the un-
known location based on created surfaces from measured points. Inverse
Distance Weighting is one of the most popular deterministic approaches.
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It tries to interpolate the data at a specific location based on the weighted
averages of collected data points.

– Geostatistics these techniques utilize statistical properties of the mea-
sured points. It is known by kriging method we have various types: simple
Kriging, ordinary Kriging, etc. The main idea is to determine the spatial
covariance of the collected data points. Then, the derived weights from the
covariance structure are used to interpolate values of un-sampled points.

– ML/DL algorithms Machine learning and Deep learning models try to
map the input into the specific output based on features from the training
set. Regression models from machine learning are used to build regres-
sion models to interpolate data. In addition, CNN and LSTM are used to
expand the spatial and temporal coverage.

In their study cited as [4], the authors employed a deep learning method
for predicting the concentration of PM2.5 in Beijing, China. Their approach
involves using a CNN-LSTM neural network to increase the spatiotempo-
ral coverage by incorporating historical pollutant data, meteorological data,
and PM2.5 concentrations from nearby monitoring stations. The proposed ap-
proach can capture the spatiotemporal characteristics by combining the con-
volutional neural network and long-short-term memory network. The study
evaluated the proposed approach against other deep learning methods. No-
tably, this paper focused on predicting future PM2.5 concentrations rather
than estimating or interpolating missing values using only the model’s fixed
monitoring stations and other fixed features.

In [10], the use of LUR methods by Habermann et al. to visualize NO2
pollution concentration distribution is discussed. LUR is employed due to its
reliance on air pollutant concentration trends. The authors built a LUR model
based on land use, demographic, and geographical features with NO2 mea-
surements as the dependent variable. Kriging was then used to visualize the
LUR-NO2 surface for each point. The model predicted almost 60% of NO2
variability, although the authors note limitations of LUR methods in their
paper.

In [7], authors developed a LUR model to estimate intra-city nitrogen
dioxide (NO2) exposure for a Sydney cohort. They compare those estimates
from a national satellite-based LUR model (Sat-LUR) and a regional Bayesian
Maximum Entropy (BME) model. NO2 and NOx were measured at 46 sites.
Based on local knowledge, the sites were categorized a priori: 16 as traffic
sites, 28 as urban background sites, and two as regional sites. For the LUR
model, the explanatory regression variables were calculated for each geocoded
address, and the estimates were made using the NO2 and NOx regression
equations. Hold-out validation is considered an improvement on leave-one-out
cross-validation (LOOCV) validation.

A Multi-AP learning network was introduced in [27] for estimating pixel-
wise pollution based on fixed-station measures and features such as land use,
traffic, and meteorology. The authors classified features into micro, meso, and
macro views and used a fully convolutional network (FCN) to simulate multiple
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pollutants. The Multi-AP network outperformed other methods in various
experiments, although the authors acknowledge data constraints, seasonality,
and model extension as potential challenges.

Guo et al. proposed a high-resolution air quality mapping approach for
multiple pollutants in [9]. The method uses a dense monitoring network and
combines dense networks and machine learning techniques. The authors took
advantage of micro-station monitoring systems with multiple sensors and land
use and meteorological data. XGBoost algorithm was used to estimate pollu-
tion concentration at different grids with fine granularity. However, the moni-
toring phase relied on dense network data collection.

The paper by Cassard et al. [5] introduces an engine that predicts air
quality for PM2.5 and PM10 concentrations in the United States. The authors
employed fixed and low-cost sensors near road networks and used traffic data
to build features. They utilized the five nearest official monitoring stations,
the five closest low-cost sensors, and road and traffic features. A convolutional
layer was tailored for low-cost sensors, and all features were combined and
flattened before being passed through a fully connected layer. The authors
considered three prediction models, including using only official stations, only
low-cost sensors, or a combination of both. While integrating high-quality data
from official monitoring stations with low-cost sensors can improve pollution
estimation, the authors acknowledge that more spatial coverage is a potential
limitation.

In [30], Zheng et al. proposed a semi-supervised method incorporating tem-
poral and spatial models to estimate pollution. The approach is based on a
co-training framework that utilizes an ANN to handle spatial features and a
linear chain conditional random field (CFR) to handle temporal features. The
authors developed a model that combines historical and real-time data with
multiple heterogeneous data sources such as traffic, meteorology, and POIs
(points of interest). Compared to other classical approaches, their proposed
method exhibits high precision.

In [13], the authors utilized geostatic methods with data collected from
low-cost mobile sensors deployed on top of trams (OpenSense [2]). The study
compared Kriging and deterministic methods such as IDW, where kriging
approaches (simple Kriging, ordinary Kriging, and kriging with external drift)
were found to be superior. Although geostatistical methods do not require
external data, machine learning methods that combine different data types
have demonstrated better performance for pollution estimation.

In [18], authors developed microscale variables of the urban environment,
including Point of Interest (POI) data, Google Street View (GSV) imagery,
and satellite-based measures of urban form to use them as features to various
pollution estimation models. The idea is to combine the traditional predictor
and microscale variables to enhance the models’ performance. Different model-
ing approaches have been adopted, such as Geostatistics and Machine learning
(Stepwise Regression + Kriging, Partial Least Square + Kriging, and Machine
Learning + Kriging). The authors found that the microscale variables may be
a valuable substitute for traditional variables. For example, models using the
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microscale variables alone performed similarly to models using the traditional
variables.

In [19], the authors proposed a deep autoencoder model to recover spa-
tiotemporal pollution maps by separating the processes of pollution generation
and data sampling using an encoder, decoder, and sampling imitator. The ap-
proach utilized mobile sensor data without relying on additional features and
incorporated the ConvLSTM structure within the decoder based on a previous
study [20].

In [11], the authors introduced HazeEst, a machine learning-based ap-
proach that combines sparse fixed stations with dense mobile sensor data to
estimate hourly air pollution surfaces. The method utilized air pollution, tem-
poral, and spatial features and merged fixed and mobile data by averaging
mobile sensor measurements hourly. The approach implemented several re-
gression methods, such as SVR, DTR, and RFR.

In [17], authors adapted mobile sampling low-cost sensors and machine
learning to map urban air quality in Seoul, Korea. They collected data by
conducting three weeks of campaigns across five routes with ten volunteers
sharing seven AirBeams, a low-cost, smartphone-based particle counter. In
contrast, geospatial data were extracted from OpenStreetMap. They applied
three statistical approaches to constructing the LUR model: linear regression,
random forest, and stacked ensemble. The collected air pollution data and the
openly available and crowd-sourced geographical data source OpenStreetMap
(OSM), were then used to construct LUR models using linear regression and
machine learning methods. Notable differences between morning, evening, and
night were also observed across the five routes, and the LUR model was sen-
sitive to different segment lengths and buffer radiuses.

Song et al. proposed the Deep-Maps approach [26] to estimate PM2.5 mea-
sures. The method combined mobile sensor data with fixed stations’ data to
expand spatial coverage. It utilized a machine learning framework that adapts
gradient-boosting decision trees with local features such as land use and me-
teorological data. Neighboring features captured spatiotemporal correlations
among urban features, while macro features represented pollution measure-
ments from sites outside the study area.

In [28], Zhang et al. proposed machine learning regression models to predict
real-time localized air quality, utilizing multiple static and IoT mobile sensors
of the same type to monitor air quality effectively. The approach developed
gradient boosting, SVR, and RFR regression models to estimate pollution,
where the gradient boosting model was most responsive to sudden changes.
At the same time, SVR and RFR were good at finding overall trends. The
results indicated that the hybrid network had better outcomes for all selected
dates.

In [6], authors introduce a generic neural attention model, named ADAIN
(Attentional Deep Air quality Inference Network), for spatially fine-grained
urban air quality inference. They adapted neural networks to model heteroge-
neous data in a unified way and learned complex feature interactions. Besides
the air quality data, the authors use road network data, meteorological data,
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POIs, etc. Both monitoring station records and urban data are leveraged, and
essential features correlated with air quality are extracted.

Another research [3] proposes a holistic, multi-dimensional approach to
gather, monitor, and analyze heterogeneous data sources of air pollutants and
noise indicators into an integrated, intelligent computational system. The sys-
tem will provide high-quality measurements and estimations, relying upon
an underlying sensor network consisting of static and mobile sensors. The
proposed system will collect data from various subjective and objective air
quality and noise monitoring inputs. They proposed a spatial and temporal
air-pollutant concentration estimation model based on environmental features.

Existing approaches in the literature that use fixed and/or mobile data have
typically conducted targeted data collection campaigns on specific roads or
outdoor places. However, this work uses MPM data to enhance fixed stations’
data without relying on directed or outdoor data collection campaigns.

3 Methodology

This section will present our proposed methodology for enhancing fixed station
measures with data obtained through mobile crowd sensing or low-cost sensors.
We may have very few samples from various outdoor locations when collecting
opportunistic mobile crowd-sensing data. Our proposed solution addresses this
data scarcity, allowing us to utilize MPM data and fixed station measures to
estimate air pollution.

Air pollution levels can vary significantly from one place to another and
may change rapidly due to various factors such as meteorological conditions,
traffic, and land use. Despite these differences, it is possible to group these
changes into clusters that reflect pollution levels during specific periods.

This intuition guided our method to overcome MPM data scarcity. Hence,
we hypothesize that fixed station measures within the same pollution cluster
could share similar MPM data. To test this hypothesis, we will cluster fixed
station measurements and use the matching dates and times to identify rele-
vant MPM data. We will then use the union of these MPM data to enrich the
pollution maps and estimate pollution using an interpolation or a prediction
algorithm with a larger input sample.

The approach involves clustering the air pollution levels based on fixed
station data, merging these clusters with MPM data, and applying interpo-
lation using Convolutional Neural Networks and Long Short-Term Memory
(CNN-LSTM) to estimate the values at uncovered places.

The methodology for enriching air pollution fixed station data with data
collected from mobile crowd sensing or low-cost fixed stations involves cluster-
ing, data enrichment, and interpolation. Our approach is detailed in Algorithm
1, which outlines the following steps. First, identify an area of interest to esti-
mate air pollution in that area, and split it into cells using a grid view (Step
1). Then, the available fixed station measures are assigned to their correspond-
ing cells in the map. After that, creating hourly map snapshots based on the
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Algorithm 1: Pollution estimation using Fixed and MPM data
Input: Hourly Fixed Stations measures, MPM measures

Output: Enriched pollution estimation map

1 Split the area of interest into cells using a grid view.
2 Create different snapshots of pollution maps based on hourly fixed station

measures.
3 Apply a clustering algorithm to group those snapshots into clusters having the

same pollution levels.
4 Select the timestamps of measures within each cluster.
5 Calculate the hourly average of MPM data.
6 Select hourly average MPM data matching the timestamps extracted from each

cluster.
7 Enrich fixed station snapshot with the available average MPM measures sharing

the same timestamps.
8 Adapt an estimation approach to interpolate values in the remaining uncovered

spots on top of the enriched map.

pollution levels measured by the fixed stations (Step 2). Clustering the cre-
ated snapshots is the next step. The algorithm groups the air pollution levels
based on the similarity of their values. At this stage, we consider snapshots
of different timestamps altogether without distinguishing between rush hours
or working and holidays. However, the rush hours or holidays may eventually
belong to the same cluster if the corresponding pollution maps are similar.
This clustering aims to identify the timestamps sharing the same pollution
conditions (Step 3). In the next step, we keep track of timestamps to merge
them with MPM data to produce enriched maps (Step 4). Table 1 shows an
example of the snapshots representing the measurements of different fixed sta-
tions at a timestamp Ti. For instance, the first snapshot corresponds to the
pollution map at period T1 with sensor values (13.3, 16.2, ..., 12.1, 10.9) for
the fixed sensors in order S1, S2, ..., Sk−1, and Sk. The values here represent
the same type of measures (e.g., PM2.5); thus, they have the same scale and
range. Therefore, we simply used the Euclidean distance between the vectors
of sensor values in K-means.

The algorithm output is K clusters where each cluster groups together
pollution maps based on their similarity (i.e., the similarity of their fixed sensor
vector values). The corresponding timestamps are also returned to match the
timestamps of mobile sensors. These steps are described in figure 1.

Time Periods Vectors of Sensor Values
T1 = 2023-06-15 18:00:00 (13.3, 16.2, .... , 12.1, 10.9)

. .
Ti = 2023-06-30 14:00:00 (3.4, 2.2, .... , 1.1, 0.9)

. .
Tn = 2023-07-14 08:00:00 (6.3, 8.2, .... , 10.1, 5.7)

Table 1: Fixed Stations’ Snapshots Example
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Fig. 1: Clustering Fixed Stations Data

The next step in the methodology is to enrich the data collected from fixed
stations with MPM data collected. To do this, we use the date-time values of
the measures in each cluster to merge those measures with the mobile crowd
sensing or low-cost fixed stations data. We begin by calculating the hourly
average of MPM data to have unified timestamps. Then, merging is performed
using the date-time values as the common identifier. We add available MPM
data to unmonitored cells. Cells containing fixed station measures are not
changed. The result is enriched clusters containing data from fixed stations
and MPM measures (steps 5 - 7). Figure 2 describes the previous steps.

Fig. 2: Enriching the representative map with MPM data

The final step in the methodology is to use interpolation to estimate the
air pollution levels at uncovered places. Interpolation is a technique used to
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estimate the value of a variable at a point that is not explicitly measured.
Based on the available features, we can select the appropriate technique and
perform interpolation to estimate pollution levels at uncovered spots (Step 8).
As shown in figure 3, the selected model inputs the enriched maps and outputs
the estimated map.

Fig. 3: Approach for Pollution Estimation

Our methodology uses unsupervised machine learning algorithms for clus-
tering and interpolation methods for air pollution estimation. Our approach
can be used to create air pollution maps that provide a comprehensive view
of air pollution levels in a given area. The maps can be used to identify areas
with high pollution levels.

4 Implementation

This section details the implementation pipeline of our air pollution enrich-
ment and estimation approach. Figure 4 shows the implementation pipeline
that includes several parts: data collection, data preprocessing, data enrich-
ment, and air pollution estimation.

4.1 Data Collection

This subsection will focus on data collection from two study areas, Versailles
and Chicago. We collect data from fixed, low-cost, and mobile sensors.

In Versailles city, we collected data from 14 June until 16 July 2023.
The collection includes data from 6 fixed stations spread over different spots
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Fig. 4: Implementation Pipeline

in Versailles. We used the AtmoTube Pro sensor for opportunistic MPM data
to collect air pollution measures. With the help of ten volunteers, we collected
around 4000 minutes of outdoor records. For fixed stations, we had around
700 hourly average records. The study area in this experiment only covers
Versailles city with an area around 27 km2.

Fixed sensors were deployed by eLichens3 as part of the GoGreen Routes
project in Versailles. These sensors monitor air quality and provide data for
analysis. Fixed stations provide reliable data over a longer period and are suit-
able for long-term air quality monitoring. These sensors measure of particulate
matter (PM1.0, PM2.5, and PM10), as well as estimates of Nitrogen dioxide
NO2, Ozone O3, temperature, and humidity. They provide hourly aggrega-
tions, resulting in one representative record per station for each timestamp.

MPM data is collected with the help of ten volunteers. They used At-
moTube Pro sensor which collects PM1.0, PM10, PM2.5, V OCs , tempera-
ture, and relative humidity. The collection was performed opportunistically, as
the participants conducted real-life activities. The data collected from mobile
crowdsensing is valuable as it provides a high spatial resolution of air quality
data.

To generalize our approach, in the study’s second phase, we seek out pub-
lic datasets with community-based data collection from Aircasting4 and Ope-
nAQ5 specifically in Chicago city.

OpenAQ is a platform that provides data from various sources, including
fixed stations and low-cost sensors. The data from OpenAQ provides a more

3 https://www.elichens.com/
4 https://www.habitatmap.org/aircasting
5 https://openaq.org/
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comprehensive picture of air quality by combining data from different sources.
This platform helps compare data from different sources and identify patterns
in air quality over time. Using the provided API6, we collected reference grade
measures (fixed stations) and low-cost fixed station measures.

On the other side, Aircasting is a platform that provides data from low-cost
sensors, which are small, portable, and easy to install. These sensors measure
carbon monoxide, nitrogen dioxide, and particulate matter. The data from
Aircasting provides valuable information for monitoring air quality in real
time. Using AirCasting API7, we were able to acquire mobile participatory
data.

We collected fixed stations, low-cost sensors, and mobile sensor data within
a bounding box of 288 km2 in Chicago. The data collection took place between
October and December. The fixed stations produced roughly 1304 hourly av-
erage records. For the low-cost fixed sensors, we have 40575 minutes of data.
At the same time, the length of MPM data was originally 368276 records at
the seconds’ timescale, which results in 2515 minutes of data after averaging
the measures.

For the sake of simplicity, we restricted our experiments to PM2.5, which
is the most available in both fixed and mobile sensors. However, our method
can be applied to any environmental measure.

4.2 Data Pre-processing

Preprocessing and data preparation are essential steps in data analysis as they
ensure the data is clean, organized, and ready for analysis. This study followed
a series of steps to preprocess and prepare the data for analysis.

First, we selected an area of interest for our study. This area could be a
city, a neighborhood, or any other geographical region we wanted to analyze.
Once we had selected the area of interest, we split it into cells using a grid
view. We used a specified granularity of either 1km x 1km or 500m x 500m,
depending on the level of detail we wanted in our analysis. This step allowed
us to analyze air quality data at a more granular level and identify hotspots
or areas of concern.

For MPM data, we filtered the GPS data with the help of scikit-mobility
[23]. GPS data often contain noise and outliers that can affect the accuracy of
the data. To remove noise and spikes, we used the scikit mobility library. This
library is designed for mobile data analysis and provides various data cleaning
and preprocessing functions.

The MPM data and low-cost sensor data usually have high-frequency sam-
pling rates. On the contrary, the fixed stations provide an hourly average of
pollution levels. Thus, we calculated the hourly averages for mobile participa-
tory monitoring data and low-cost sensor data to have a unified sampling rate.

6 https://docs.openaq.org/docs/about-api
7 https://github.com/HabitatMap/AirCasting
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This step allowed us to identify air quality patterns over time and compare
air quality across different times of day or days of the week.

Finally, after ensuring all the data was cleaned and relevant, we assigned
the collected data to their proper cells in the map using the GPS coordinates.

4.3 Data Enrichment

Data enrichment is a crucial step in air pollution analysis. This section provides
a more detailed description of the data enrichment process used in our analysis.

We used the data collected from the fixed stations to create clusters of
different pollution levels. We grouped the pollution levels based on the fixed
stations’ data, which allowed us to better understand the spatial distribution
of pollution levels over time. This clustering was done using unsupervised
machine-learning techniques such as k-means. For each timestamp, we used
the vector of air pollution levels from all available fixed stations as the input to
the clustering model. The output of this model is the different clusters, where
each cluster represents different periods with the same pollution conditions.

After clustering the fixed-station pollution maps, MPM data are merged
with the cluster that matches their acquisition time and propagated to the
whole validity periods in that cluster. This increases the enrichment power of
the MPM data while maintaining their relevance. The output of this step is
to augment the data spatial coverage in the same way in each cluster. The
resulting coverage can be different from one cluster to another.

We can then integrate this data with the air quality data using timestamp
and location as the common variables. This provides valuable insights into the
factors contributing to air pollution and informs the development of effective
air quality management strategies.

4.4 Air Pollution Estimation

Air pollution estimation estimates the concentration of pollutants in the air at
a given location and time. This section discusses interpolation using traditional
and deep learning methods (CNN-LSTM). We are using sensory data, and the
estimation is conducted on top of pollution maps generated from fixed stations
and enriched using opportunistic MPM.

This paper proposes an approach to estimate air pollution using sensory
data only. We use the enriched maps created in the previous step 4.3 to do
this. We apply three methods for interpolation: Inverse distance weighting
(IDW), ordinary kriging, and CNN-LSTM to expand the spatial and temporal
coverage.

IDW is a simple and commonly used method for interpolation. It works by
assigning a weight to each observation based on its distance to the location is
estimated. The weights are then used to calculate the estimated value at the
location of interest. The closer the observation is to the location of interest,
the higher the weight assigned to that observation.
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Ordinary kriging is another interpolation method that considers the spatial
autocorrelation of the data. This method assumes that the spatial correlation
between the observations decreases with increasing distance between them. It
uses this information to estimate the value at the location of interest based on
the values of the neighboring observations.

CNN-LSTM is a more complex method that combines convolutional neural
networks (CNN) and long short-term memory (LSTM) networks. CNNs are
commonly used for image processing, while LSTMs are used for sequence mod-
eling. In this case, we represent each cell by the n nearest stations and their
distances. Figure 5 describes the architecture of our CNN-LSTM model. The
CNN-LSTM network is then trained to learn the spatiotemporal patterns in
the data and estimate the value at the location of interest. In this approach,
each cell is represented by the n nearest stations and their distances. The
model’s output is the air pollution level at the specified cell.

Fig. 5: CNN-LSTM Architecture

5 Experiments and Results

In order to validate our approach, we conducted experiments on two different
datasets. The first dataset was collected in Versailles, France, and the second
was collected from Chicago, USA. Our approach was applied in all experiments
equally, starting with preprocessing and data preparation steps, enriching, and
finally, estimation.

Our work aimed to determine the optimal number of clusters (K) in the
K-means algorithm for our experiments. We evaluated several commonly used
methods to determine K, including the Elbow method, Calinski-Harabasz In-
dex, Davies Bouldin Index, and Silhouette Score.



Title Suppressed Due to Excessive Length 17

After applying the mentioned methods to our data, we chose the best K
value determined by most methods as our experiment cluster numbers. As for
the parameter settings in spatial interpolation methods, that is, the power of
distance weight and the variogram, we found through experimentation that
linear distance weighting where p = 1 for IDW and the linear variogram for
Ordinary Kriging performs best in terms of mean absolute error and mean
squared error. Therefore, we applied them in the following experiments.

5.1 Versailles Experiment

The experiment was carried out on real-life data collected in Versailles City
as described in 4.1.

Firstly, we loaded data from all available stations, precisely the PM2.5
dimension. Secondly, we removed all missing values and kept only records
with measurements from all available stations. Finally, we normalized the data
using min-max normalization. Once the data was preprocessed and prepared,
we utilized K-means clustering to partition it into distinct clusters. Using the
different approaches for choosing the best K for the clustering, we set K = 3
in our experiment, forming 3 clusters. Figure 6 shows the mean of each station
per the three clusters. The records with low pollution levels correspond to
cluster 0, those with medium pollution levels were grouped in cluster 2, and
those with high pollution levels fall in cluster 1.

Fig. 6: Mean of fixed stations per clusters - Versailles

Then, we split the map into two granularities to enable a more detailed
analysis of our data. The first granularity was set to 1km x 1km, while the
second is 500m x 500m. The stations were distributed over five cells using the
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1km x 1km granularity. While with 500m x 500m granularity, they were spread
over six cells. We preprocess and prepare the MPM data and assign it to the
proper cells.

For CNN-LSTM, we used a feature vector that included the values of the
three nearest neighbors having stations and the distance between the current
cell and the nearest neighbors having stations. Specifically, for each cell in the
map, we calculated the distance to the nearest neighbors with stations and
included their corresponding values in the feature vector.

We use leave-one-out validation (cell containing fixed station ”ground truth”),
where we try to interpolate the cell’s value having the fixed stations, as it
is considered the ground truth. Mean absolute error (MAE) and root mean
squared error (RMSE) are used as metrics for validation.

The distribution of the fixed stations allows experimentation for the com-
parison between using only fixed stations’ maps or using the enriched maps
based on our approach. The first part reports the results using only fixed sta-
tion measures; the second part presents the results of merging both data types
based on the proposed approach.

Figure 7 shows the plots of a sample from each cluster at the 1km x 1km
granularity while using only fixed station measures to generate the pollution
maps. While figure 8 shows the plots at a finer granularity (500m x 500m).

Fig. 7: Fixed Stations’ Maps 1km x 1km Granularity - Versailles

Table 2 reports the results of MAE and RMSE for the interpolation using
only fixed stations at different granularities. Figures 9 and 10 show the plots of
applying IDW and Ordinary Kriging on random samples in the dataset for 1km
x 1km and 500m x 500m granularity respectively. On the other side, figures
11 and 12 plots the estimation using the CNN-LSTM method for the two
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Fig. 8: Fixed Stations’ Maps 500m x 500m Granularity - Versailles

granularities 1km x 1km and 500m x 500m respectively. The plots correspond
to different samples from different clusters.

1km x 1km 500m x 500m

MAE RMSE MAE RMSE
IDW 2.95 4.34 6.45 9.30

Ordinary
Kriging

2.85 4.22 6.20 9.09

CNN-LSTM 2.95 3.75 6.36 9.41

Table 2: MAE and RMSE (Fixed Stations) - Versailles

After enriching the pollution maps with the opportunistic MPM data fol-
lowing the proposed approach, we repeated the same experiments. Figure 13
shows the plots of a sample from each cluster at the 1km x 1km granularity
after enriching the pollution maps with the opportunistic MPM data. While
figure 14 shows the plots at a finer granularity (500m x 500m).

Table 3 reports the results of MAE and RMSE for the interpolation using
enriched maps at different granularities. Figures 15 and 16 show the plots of
applying IDW and Ordinary Kriging on random samples in the dataset for 1km
x 1km and 500m x 500m granularity respectively. On the other side, figures
17 and 18 plots the estimation using the CNN-LSTM method for the two
granularities 1km x 1km and 500m x 500m respectively. The plots correspond
to different samples from different clusters.
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Fig. 9: IDW and Ordinary Kriging 1km x 1km (Fixed Stations) - Versailles
(Cluster 2)

Fig. 10: IDW and Ordinary Kriging 500m x 500m (Fixed Stations) - Versailles
(Cluster 2)

5.2 Chicago Experiments

In order to validate our approach, we applied our methodology to data col-
lected from open datasets such as OpenAQ and Aircasting as described in 4.1
section.

This experiment has two types of opportunistic sensing data besides the
fixed station measures. We have low-cost fixed sensors that provide measures
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Fig. 11: CNN-LSTM 1km x 1km (Fixed Stations) - Versailles

Fig. 12: CNN-LSTM 500m x 500m (Fixed Stations) - Versailles

at a specific place but only sometimes provide measures. In addition, we have
the opportunistic MPM data as in the previous experiment.
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Fig. 13: Enriched Maps 1km x 1km Granularity - Versailles

Fig. 14: Enriched Maps 500m x 500m Granularity - Versailles

Once the data was preprocessed and prepared, we utilized K-means clus-
tering to partition it into distinct clusters. For each record, three measures
were associated with the three reference grade stations in the area of interest.
Using the different approaches for choosing the best K for the clustering, we
set K = 4 in our experiment, forming 4 clusters. Figure 19 shows the mean of
each station per the four clusters. Records with low pollution levels correspond
to cluster 2, records between low and medium pollution levels are grouped in
cluster 1, records with medium pollution levels correspond to cluster 3, and
records with high pollution levels fall in cluster 0.
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1km x 1km 500m x 500m

MAE RMSE MAE RMSE
IDW 0.63 0.65 5.25 7.34

Ordinary
Kriging

1.03 1.22 5.75 7.82

CNN-LSTM 0.20 0.39 3.24 5.51

Table 3: MAE and RMSE - Versailles

Fig. 15: IDW and Ordinary Kriging 1km x 1km - Versailles (Cluster 2)

Fig. 16: IDW and Ordinary Kriging 500m x 500m - Versailles (Cluster 2)
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Fig. 17: CNN-LSTM 1km x 1km - Versailles

Fig. 18: CNN-LSTM 500m x 500m - Versailles

We applied the same settings as the previous experiment for the oppor-
tunistic data. We first selected the PM2.5 dimension from the preprocessed
data. Then, we split the map into two granularities to enable a more detailed
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Fig. 19: Mean of fixed stations per clusters - Chicago

analysis of our data. The first granularity was set to 1km x 1km, while the
second is 500m x 500m.

Figure 20 shows the plots of a sample from each cluster at the 1km x 1km
granularity after we enriched the fixed stations’ data with MPM data. While
figure 21 shows the plots at a finer granularity (500m x 500m).

Fig. 20: Enriched Maps 1km x 1km Granularity - Chicago
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Fig. 21: Enriched Maps 500m x 500m Granularity - Chicago

We applied the same methods in experiments conducted in Versailles 5.1.
Also, the same validation metrics, MAE and RMSE, apply here. The validation
is also performed using leave-one-out validation.

Table 4 reports the results of MAE and RMSE for the different splits. The
results show a significant improvement in using CNN-LSTM to estimate pol-
lution levels. Figures 22 and 23 show the plots of applying IDW and Ordinary
Kriging on random samples in the dataset for 1km x 1km and 500m x 500m
granularity respectively. On the other side, figures 24 and 25 plots the esti-
mation using the CNN-LSTM method for the two granularities 1km x 1km
and 500m x 500m respectively. The plots correspond to different samples from
different clusters.

1km x 1km 500m x 500m

MAE RMSE MAE RMSE
IDW 7.381 8.211 6.307 6.893

Ordinary
Kriging

7.979 8.651 7.389 7.993

CNN-LSTM 0.793 0.917 0.804 1.017

Table 4: MAE and RMSE - Chicago

6 Discussions

Our primary goal in this study is to expand the spatiotemporal coverage. We
are enhancing air monitoring fixed stations by incorporating mobile sensor
data collected from the public. Previous projects have typically conducted
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Fig. 22: IDW and Ordinary Kriging 1km x 1km - Chicago (Cluster 4)

Fig. 23: IDW and Ordinary Kriging 500m x 500m - Chicago (Cluster 4)

targeted mobile sensing campaigns in specific areas or along particular paths.
In contrast, our study utilizes opportunistic MPM data to supplement fixed
station data.

Our initial challenge was to figure out how to combine opportunistic MPM
data with fixed-station data for estimating air pollution. We hypothesized that
periods of air pollution where fixed stations’ measurements fall within the same
cluster could share similar MPM data. We clustered the fixed stations’ data
to test our hypothesis and merged them with MPM data. Our experiments
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Fig. 24: CNN-LSTM 1km x 1km - Chicago

Fig. 25: CNN-LSTM 500m x 500m - Chicago
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Min
MPM

Max
MPM

50 - Percentile
MPM

75 - Percentile
MPM

90 - Percentile
MPM

Coverage Before
Enrichment

Coverage After
Enrichment

Versailles
Experiment

0 6 1 2 2 41.6 % 58.3 - 83.3 %

Chicago
Experiment

0 24 18 19 19 1.39 % 8.3 - 10.1 %

Table 5: Monitoring Coverage Before and After Enrichment

confirmed the validity of our hypothesis, and this methodology could improve
the accuracy of fixed station data.

This section will analyze and interpret the experiments’ results of esti-
mating air pollution using fixed and opportunistic Mobile Participatory Mon-
itoring (MPM) data. The experiments aimed to evaluate the effectiveness of
the proposed approach of enriching the fixed stations generated air pollution
maps with opportunistic MPM data. We used two basic interpolation tech-
niques, Inverse Distance Weighting (IDW) and Ordinary Kriging; we then
utilized CNN-LSTM to enhance the estimation accuracy.

In Versailles experiment, we compared the results using fixed stations
alone for estimation versus the combination of fixed stations and opportunistic
MPM data following the proposed approach. The results interpreted in the
experiment section under Versailles experiments 5.1 show the efficiency of our
proposed approach. When using the enriched air pollution maps to estimate
air pollution, we had better results in terms of MAE and RMSE using all
the interpolation techniques. Table 2 and table 3 summarizes the error of air
pollution estimation using different techniques in Versailles city while using
only fixed stations data and while using the combination of fixed stations and
opportunistic MPM data respectively.

In table 2, we notice that the MAE and RMSE for all the methods are
similar. Even using advanced techniques such as CNN-LSTM, we still had a
high MAE and RMSE. Hence, the model couldn’t learn the correct patterns
while using only fixed stations. On the other side, in table 3, MAE and RMSE
decreased significantly for all the used methods, and CNN-LSTM has shown
the best results among the used techniques.

Moreover, we used data from open datasets such as OpenAQ and Aircasting
to better validate our approach Chicago experiment. We ran our approach
on top of the available data in the area of interest. The reported results in
section 5.2 illustrate the effectiveness of our approach in better-estimating
air pollution when following the proposed approach. Results in table 4 show
acceptable results in terms of MAE and RMSE, especially for the CNN-LSTM
model.

Table 5 summarizes the Mobile Participatory Monitoring data statistics in
the two experiments for 1KM x 1KM granularity. Min MPM and Max MPM
columns refer to the minimum and maximum number of sensors available in
a time period. The percentiles show that we have a very low contribution
of MPM data to the map. Coverage Before Enrichment column shows the
percentage of the monitored area. Coverage After Enrichment shows the per-
centage of the monitored area after we applied our enrichment process. Each
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cluster has a percentage as the number of MPM sensors varies between clus-
ters. In Versailles Experiment, the coverage after enrichment is 83.3%, 75%,
and 58.3% for clusters one, two, and three, respectively. While for Chicago

Experiment 8.3%, 9.7%, 9%, 10.1% are the coverage percentages in clusters
one, two, three, and four, respectively.

Moreover, figure 26 plots the map of the monitoring coverage before and
after enrichment for one sample of the maps in Versailles. Black squares rep-
resents the original averaged MPM data collected at that time. Red squares
denote the averaged MPM data after enrichment. After enrichment if we have
MPM and fixed stations data in one cell we take the measurements of the
fixed stations only as they are more precise. The map after enrichment refers
to first cluster where the coverage after enrichment reaches around 83%. It is
clear that using our approach, we can expand the spatiotemporal coverage.
The output of the enrichment phase is an enriched map with better observa-
tions. Thus, we can have better estimation when applying interpolation.

Fig. 26: Monitoring Coverage Before and After Enrichment

The experiments’ results indicate that the proposed method performs well
even when using only sensory data. This finding is valuable, suggesting that
the approach can be utilized in areas with limited access to extensive supple-
mentary data.

IDW and Ordinary Kriging may have exhibited suboptimal results when
the density of observations varies significantly across various sites. When cer-
tain places have many measurements while others have none, IDW and Or-
dinary Kriging tend to over-smooth the interpolated values, resulting in an
unsatisfactory depiction of local variations and sudden changes in the data.
Advanced interpolation techniques, such as machine and deep learning-based
approaches that account for the spatial characteristics of the data and the un-
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derlying processes, may yield more accurate and reliable results. For example,
the CNN model can handle the spatial characteristics of the data. As for the
temporal characteristics, recurrent neural networks such as LSTM can per-
form well. That’s why we have used the CNN-LSTM interpolation to handle
both spatial and temporal characteristics of the data and have a better esti-
mation of pollution. However, even while using advanced techniques, we still
have some concerns. Indeed, in some areas where no observations are found,
the model tends to overestimate values, such as in the left corner of the plots
in figure 25. This suggests to investigate the explainability of these models. A
possible solution to work around the estimation near the border is to retain
only the results within the convex hull of the dataset.

Moreover, there are still opportunities for further improvement. Augment-
ing the approach with additional features can result in better estimation. We
believe that enrichment with air pollution features such as land use, traffic,
and meteorological data has significant improvements. These features can give
more insights and provide valuable context into the factors influencing air pol-
lution levels. Integrating such data could refine the accuracy of the estimation
and provide more comprehensive predictions.

The experiments show that the proposed method successfully estimates air
pollution measurements, especially when incorporating opportunistic MPM
data and leveraging deep learning models like CNN-LSTM. The technique
shows promise for further improvement in air quality estimate with potential
advancements by adding new significant features.

7 Conclusion

Air pollution monitoring using fixed stations and low-cost and mobile sensors
has been a trendy topic over the last few years. Air quality is a permanent
concern in urban areas, as improving the air quality index can help face urban-
ization challenges. Several studies tried to interpolate pollution measures from
fixed stations, mobile sensors, or a combination. They use different methods
and may require additional features.

In this study, we present an approach that combines fixed station data with
mobile participatory sensing data collected by individuals during their daily
activities rather than at specific outdoor locations. This type of data collection
presents a challenge, as only 10% of the time is spent outdoors, resulting in
a scarcity of MPM data. The mobile sensing data, in our case, have different
characteristics than the data used in previous approaches. MPM data is not
collected initially to monitor air pollution outdoors and in specific places.
We were interested in using the opportunistic MPM data in enriching fixed
stations’ data to better estimate air pollution in uncovered spots.

The primary objective was to leverage the opportunistic MPM data and
utilize it to enhance the fixed stations’ measures to generate enriched air pol-
lution maps to estimate air pollution better. Our approach has been validated
using two real-world datasets from Versailles and Chicago cities. The reported
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results show our proposed approach’s applicability and efficiency in estimating
air pollution in unmonitored spots. For now, we have validated the feasibility
of our approach using sensory data. However, we believe involving more air
pollution-related features such as land use, meteorological, and traffic features
can significantly improve the estimation performance, especially when utilizing
deep learning models such as the CNN-LSTM model.
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